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Abstract

Increasingfocuson powerdissipationissuesn currentmi-
croprocessos hasled to a host of proposalsfor clodk gat-
ing and other powersavingtecniques. While generlly ef-
fectiveat reducingaverage power manyof thesetechniques
havetheundesiedside-efectof increasingboththe variabil-
ity of powerdissipationand the variability of currentdrawn
bytheprocessarThisincreasen currentvariability, oftenre-
ferredto asthedl/dt problem can causesupplyvoltage fluc-
tuations. Sud voltage fluctuationdeadto unreliable circuits
if not addressedand increasinglyexpensivechip padkaging
techniquesare neededo mitigatethem.

Thispaperproposesandevaluatesa methodolgyfor aug-
mentingpadaging techniquesfor di/dt with microarchitec-
tural control medanisms.We discussthe resonantfrequen-
ciesmostrelevant to current microprocessomadages, pro-
duceandevaluatea “dl/dt stressmark’thatexercisesthesys-
temat its resonantfrequencyand characterizethe behavior
of more mainsteamapplications.Basedon theseresultsplus
evaluationsof the impactof contwoller error and delay our
microarchitectural control proposalsoffer boundson supply
voltage fluctuationswith nearly nggligible impacton perfor
manceandenegy. With theI TRSroadmappredictingaggres-
sive dropsin supplyvoltage and power supplyimpedances
in comingchip genemtions,novel voltage control techniques
will berequiredto stayontradk. Our microarchitectural di/dt
contmllersrepresenta stepin this direction.

1 Introduction

Supply voltage fluctuationshave emeged as a serious
causefor concernin high performanceprocessordesign.
Theseperturbationssometimesknown as “ground bounce”,
occurwhenthe processodemandsapidchangesn load cur-
rentover a relatively small time scale. Sincethe power de-
livery systemhassubstantiaparasiticinductancethis current
variationproducesvoltagerippleson the chip’s supplylines.
Thisis significantbecauséf the supplyvoltagerisesor drops
belowv a specifictolerancerange,the CPU may malfunction.
This fundamentalchallengeis known as the dl/dt problem
sincethe magnitudeof thesevoltageripples are affectedby
theinstantaneoushangeof currentwith respecto time.

At presentit is difficult to designa high quality, low
impedancepower supply system,and industry trends may
compouncdthe difficulty in the nearfuture. To seewhy, first
considerthatthe goal of power supplydesignis to satisfyde-
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mandsn loadcurrentin atimely fashionwhile maintaininga
steadyreferencevoltage. This is difficult in practicebecause
realmaterialsaddsignificantamountsof parasiticimpedance.
The equationAV = ZAT conciselysummarizeshow cur-
rentvariation(AI) andimpedancd 7) affect thedeviationin
supplyvoltage(AV).

Acrosssuccessie generationsf highperformanceroces-
sorsthemaximumdevice currentis expectedo increasg21].
At the sametime, a wide arrayof dynamicoptimizationsare
beingproposedo reducethe averagepower by implementing
low enegy modeswherepower and currentare reducedby
disablingidle resources.Taking both factorsinto considera-
tion, themaximumcurrentswing (AT) will likely increaseln
thesametime frame,supplyvoltageswill decreasastransis-
torsarescaled[21]. Thiswill decreas¢he allowablevoltage
ripple (AV)) aswell. With progresstely largercurrentswings
andsmallertolerablevoltagevariation,it is clearthatthe un-
wantedimpedancenustbe decreasedccordingly

Figure 1 shows the trendsin relatve supply network
impedancefor cost-performanceand high-performancesys-
temsasextractedfrom the 2001 ITRS roadmap[21]. There
are two trendsto focus on in this figure. First, to enable
desiredtrendsin featuresize and supply voltage, a supply
network’s targetimpedancemustdrop rapidly, at roughly 2x
every 3-5 years. Achieving theseaggressie impedancear-
getsin a cost-efective mannerwill be extremely challeng-
ing. The secondtrendto noteis thatthe relative difference
betweertargetimpedancesf the cost-performancandhigh-
performancesystemsds shrinking. The expenseof sophisti-
catedpower-supplysystemsnay quickly becomeprohibitive
for the cost-performancseystems.
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Figurel: Relatve Impedancdrends(from ITRS data)

To reducetotal supply systemimpedancecontemporary
distribution networks are first structuredto minimize resis-



tanceand inductancein the multi-tiered power and ground
pathsleadingfrom the voltageregulatorto the motherboard,
packageandfinally die. Thenlarge amountsof capacitance
are stratgjically placedthroughoutthe network to counter
act the remaininginductance[23]. To meet even stricter
impedanceguidelinesmoresophisticatedupplydesignswill
berequired,ncreasingoothcompleity andcost. It is impor-
tantto notethatall of thedecisionsnadeto meetthenecessary
electricalparameter®f the systemmustalsobe compatible
with the mechanicabndthermalconstraintsaswell. These
additionalpackagingadjustmentsirevexing notonly because
they areexpensve, but alsobecaus¢hey mustprotectagainst
a worst-casepossibility thatis approachedery infrequently
in realworkloads.

Ratherthanrelying solely on packagingheroicsto solve
dl/dt, anotheralternatve is to consideranapproactthataug-
mentsreasonablgpackagingtechniqueswith microarchitec-
tural approachesThis paperdemonstratethat effective mi-
croarchitecturatontrolof processocurrentcanmaintainsafe
operatingvoltageswith almostno performancer enegy im-
pact. Specifically this work makessereralkey contributions:

e We characterizehe dl/dt behavior of currentchipsrun-
ning both currentbenchmarksas well as extreme-case
“stressmarksanddiscusgherelevantbehaior andtime

constantsn needof control.
e We show the utility of framing the di/dt and voltage

swing problemsin termsof linear systemsand control
theoryin orderto usenumericaltechniquego guideour

choiceof responsgoliciesandmechanisms. )
e We characterizevoltage fluctuations from a micro-

architecturalstandpointto identify mary of the under
lying issuesandunderstanchow inadequacies power
supplydesigninterplaywith the frequeng andseverity

of thesefluctuations. ) o
e We examinesimple micro-architecturatontrol policies

that can eliminate the undesirablevoltage transitions.
Specifically we independentlyanalyze how effective
sensingmechanismsnustbe in identifying nearfailure
andwhat actionsare appropriatefor nullifying the dan-
ger. With controltheory we achieve boundgshatguaran-

teeoyr mechanismgaresuitable . .
Theresto?tms paperns structuredasfollows: Section2 gives

an overview of microprocessosupply networks, how they
canbe modeled,and how the networks respondto different
characteristicurrentfluctuations. Section3 analyzegpower
supplyissuesfrom a micro-architecturaperspectie, shav-
ing how currentfluctuationscan modeledat the microarchi-
tecturallevel, and how software might lead to thesecurrent
fluctuations.In Section4, we examinehow a simplethresh-
old controller can be usedto steadythe supply voltageand
discussvoltagesensordesignissues. Section5 thenfocuses
on microarchitecturabctuatordesigns,offering both perfor
manceand enepgy evaluations. Section6 providesa discus-
sionof ourfindingsandoffers possiblemodificationsandfu-
turedirections.In Section7, we examinehow the policiesin
this paperrelateto previous researchandfinally, we offer a
summaryin Section8.

2 Overview of Processor
Swings

As little astenyearsago,mostmicroprocessorsxhibited

relatively little variationin the power they dissipatedor the

Current/Voltage

currentthey drew [24]. Their averagepower was closeto
their maximumpower becausahey employed relatively few
techniquedo clock-gateunits or switchto idle modesto save
powerwherepossible.

As power and thermal issueshave becomeincreasingly
prominent,however, power saving modeshave becomein-
creasinglycommon.Theuseof thesemodeshasincreasedhe
variability of power dissipationandcurrentdravn by current
microprocessorsVariationsin thecurrentrequiredby thepro-
cessomver time arereferredto asthe di/dt problembecause
currentis typically denotecby thesymboll. Sudderincreases
in the current-drav are problematicbecausehey cancause
thesupplyvoltageto dip. (Thisis akin, onadifferentscaleto
the brawnoutsa building may experiencewhenan occupant
turnson a power-hungryappliance.)

Thus, state-of-the-artmicroprocessorslemandsophisti-
catedpower supply networks that can provide a very stable
supplyvoltagewhile deliveringawide rangeof loadcurrents.
The supply voltagemust be held at a constant,safeoperat-
ing level sothaton-chiplogic andmemoryfunctioncorrectly
Spikes, or overshoots,in supply voltage can causevoltage
breakdevn or thermalproblemsthat literally burn the chip.
On the other hand,transientdips, or undershootsin supply
voltagecan causeincorrectvaluesto be calculatedor stored,
leadingto lastingerrorsin applicationprogranresults.A pro-
cessomay draw a large amountof currentduring computa-
tion intensie periodsand smalleramountswhenidle, e.g.,
waiting for I/0O or memoryrequestgo be fulfilled. The volt-
agemustbe held constantlespitetheserapid currentswings.

2.1 Power Supply Networks: Basics

In orderto build a microprocessoand power supply net-
work in which voltageis sufficiently insensitve to micropro-
cessocurrentdraw, we clearlyneedawayto reasoraboutthe
relationshipof voltageto current. While modern-daymicro-
processorare obviously highly-complex systems electrical
modelsare frequently usedthat approximatethem (or por-
tions of them) in termsof linear circuit theory and Ohm’s
Law. Ohm’s Law stategthatvoltageis equalto currentmul-
tiplied by a complex impedanceZ. The impedanceof the
supply network is a function of frequeng. To reducevolt-
age fluctuations, the supply network must maintain a low
impedancethroughoutthe frequeny rangewhere processor
currentvaries. In essencea low targetimpedancewill guar
anteethatthe supplyvoltagestayswithin its allowablerange
regardlessof the processos currentswings. Thus, target
impedancéhasemegedasa de factostandardor evaluating
theefficacy of a power supplysystem.

In practicejt is challengingo achieve thenecessaryarget
impedance.As supply voltagesdecreasethe absolutevolt-
ageswingsallowedalsodecreaseandthustargetimpedances
mustalsogetsmaller In particular non-neligible parasitic
resistanceandinductancesn the materialsusedto build the
power supply systemcanhinderefforts. As theload current
changesthe resistanceproducean IR drop, andthe induc-
tancecreatest_% voltageripples.

The effective resistanceanbe reducedby increasingthe
numberof power supplypins,leaving fewer availablefor 1/O.
The parasiticimpedancegresentmore vexing problemsin
the form of voltageripplesat broadfrequeng ranges. Volt-
ageregulatorsin moderncomputershave active elementghat
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Figure2: Frequeng andtransientresponsef a secondorderlinear
system.

caneliminatesomeof theverylow frequeng noise.Unfortu-

natelythesemodulesare only effective up to 1kHz. Beyond

thatrange designergarefully selectandpositiondecoupling
capacitoron the motherboardinsidethe packageandon the

die to minimize the inductive noise. Typically, very large

amountsof capacitancareneededo meettargetimpedance
goals.Thisincreasesotal packagingcostsandcomplexity.

2.2 Power Supply Networks: Modeling

Thorough evaluation of a candidatesupply network in-
volvesthe constructionandsimulationof anintricateelectri-
cal model. At thefinal designstagesthis couldincludecom-
plicated2D and 3D electromagnetidield solversto develop
detailedmodelsfor the network components.However, ear
lier stageanalysiscanbeeasedy useof asecond-ordelinear
model. Second-ordesystemsareappealingoecausehey are
simpleenoughto reducethe computationaburdensof simu-
lation, but yet have beenshown to be effective for early-stage
explorationof powersupplydesigng10]. In addition,second-
order linear systemmodelsdovetail very naturally with the
large body of well-establishedontroltheorytechniqueg7].

Figure2 showvs canonicafrequeng responsandtransient
responseplots for an underdampedecond-ordelinear sys-
tem. The graphon the left plots the system$ impedance
asa function of frequeng. The key designcriterion, target
impedanceis the maximumvalueof this curve. Whenmod-
eling power suppliesassecond-ordelinear systemsthe tar
getimpedancebccursat the systems resonanfrequeng, wo
sincethesesystemsareunderdampeth practice.

The graph on the right in Figure 2 shovs how voltage
variesin responsdo a stepincreaseof currentin the sys-
tem. In the parlanceof basiclinearsystemsheory, this graph
representshe stepresponsenf the systemandis calculated
by computingthe convolution of the input currentwaveform
with the power supplynetwork’s impulseresponsgl13]. The
voltageswingsup atfirst, overshootghetarget,andthenafter
somesettlingtime eventuallyreacheghe true target voltage.
Theseovershootsandringing arethe phenomenave seekto
control.

In this paper we have implementeda second-ordelinear
modelusingMATLAB [18]. In particular themodelcaptures
the DC resistanceandthe peakimpedancen the frequengy
rangefrom 50MHz-200MHz. Our power supply systempa-
rametersare consistentwith publishedanalysissuchas[26]
which examinesthe Alpha 21364 package.More generally
however, this 50-200MHz mid-frequeng rangeis regarded
asthe mosttroublingfor severalgigahertz-and-bgnd CPUs
dueto large inductancesn the package.For this reasonwe
focusprimarily on that frequeng range. The DC resistance

of 0.5m2 andresonanfrequeng of 50MHz usedin ouranal-
ysisis representatie of the power supply systemfor modern
3GHz microprocessopperatingat 1.0V. We vary the target
impedanceo evaluatethe effectsthatit canhave on voltage
levelsandthe potentialfor the voltagecontrol policiesin this
paper

2.3 System Responses

To build intuition abouthow voltagevarieswith different
changesn current,Figures3, 4, 5, and6 presenta sequence
of voltageresponseto differentcurrentdraws. We usethese
to build intuition abouthow eventsoccurringat the microar
chitecturallevel may (or may not) translateinto undesirable
voltagefluctuations.
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Figure3: Respons¢o anarrov currentspike.
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Figure4: Respons¢o awide currentspike.
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Figure5: Responseo a notchedcurrentspike.

Figure 3 shaws a brief spike of increaseccurrentdemand
introducedn thesystemattime 9 andlastingfor adurationof
5 CPUcycles.Thespike causeshevoltageto dip slightly but
thespike’s durationis shortenoughthatthe network beginsto
recoverbeforethe minimumvoltagethresholds crossedAf-
terashortsettlingperiod,voltagereturnsto its original value.

In contrastfFigure4 shawvs a secondspike of similar mag-
nitude,but with alongerduration—1Qcycles.In thiscasethe
durationof increasecturrentdraw is long enoughto pull the
voltagedown below thedesiredminimumvoltagethreshold.

Thesetwo simple examplesalreadyhighlight a few items
of interestto microarchitects. Foremost,for the frequeng
responsesand packagingprofiles of current chips, single-
cycle or very narronv currentspikes are not the main prob-
lem to focuson in termsof supply voltageregulation. Nar
row currentspikesare over quickly enoughthatthey do not
draw down supply voltage,evenin only modestlyregulated
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Figure6: Systenresponseo pulsesatresonanfrequeng.

systems. In other words, very short bursts of actiity can
be toleratedwithout significanteffects on the voltagelevel.
This factcanbe exploited by a micro-architecturatontroller
by allowing slightly greedyinitial response$or low to high
power transitions. Considera processotthat is waiting for
a high-lateng memory requestto be satisfiedand is at a
low power statewith mostof its executionunits de-actvated.
When the memory requestis satisfied,new ready instruc-
tions can be executedimmediately causinga sharpcurrent
increase.A micro-architecturaloltagecontroller canallow
thisbehavior—initially assumindhattheburstof activity will
berelatively short—andnot hinderperformancelf the burst
is indeedshort,thenno harmis donesincethe voltageripple
will be small. This couldyield significantperformanceben-
efits over a more pessimisticpolicy that slowly re-actvated
executionunitsto lessertheimpactof the swing.

If the currentburstturnsoutto have amoresignificantdu-
ration, then the voltage controller will have to retreatfrom
its initial, greedydecisionandtake actionto avoid a voltage
emegeng. For example,Figure5 depictsa scenaridn which
input currentinitially spikes high, but thenis forced down-
ward (for example,by disablingfunctionalunits or throttling
instructionissue). This notchedwide spike demonstratethat
it is possibleto recover from a burstof high actiity, by tem-
porarily decreasinghe currentandgiving the supplynetwork
a chanceto recover. The notchrepresentghe systems mi-
croarchitecturatontrolkicking in to keepthe supplyvoltage
within the specifiedrange.

A secondobsenation from thesefiguresconcernssensor
delay Sincesustainecturrentburstsareproblematicfor the
voltagelevel, but short bursts can be tolerated,the voltage
sensotandcontrol actuatorcanhave somemodestamountof
delayandstill be effective. This is importantsincemostreal
microarchitecturatontrolimplementationsvill likely require
afew cyclesto detectproblemsandbeginto respond Sections
4 and5 studythis delayin moredetail.

Finally, theworst-casenput canalsobe deducedrom the
second-ordelinearanalysis.As shovn in Figure2 the power
supplynetwork hasa certainresonanfrequeng andcharac-
teristic settling time. The worst-casecurrentswing occurs
when transientcurrentsproducelarge currentswingsat the
resonantrequeng. In Figure 6, we show this dl/dt stress-
mark effect by stimulatingthe power supply network with a
train of 30-cycle-wide pulseson a 60 cycle period. This 60
cycle periodcorrespond$o a 50MHz resonanfrequeng ata
3GHz CPU clock frequeng. The first pulseis wide enough
to drop the supplyvoltagebelow its minimum voltagelevel.
The secondpulseis even more dangerousand resultsin an
even greatervoltageripple. This is essentiallybecausehe
input signal matcheghe naturalfrequeny andallows some
resonancéo build up from the first pulse. Whenthe second
pulseapproachesits individual effect is superimposedvith

theresonanechoto producedargervoltagevariation.

3 Mapping to Processors and Applications

Having introducedvoltageregulation and dl/dt problems
usingabstractiondgrom linear systemand control theory we
now turn to characterizingeal applicationand architecture
behaior, in orderto betterframethecontrolproblemweface.
Onecanview a programs executionasa progressiorof cur-
rentsteps,upwardsor downwards,of varyingwidths. As in-
troducedn Figures3 and4, mary of thesestepswill eitherbe
shortenoughor narron enoughto not posea problemfor sup-
ply voltageregulation. In a processomith aggresaie clock
gating,we would expectpower consumptiorto vary consid-
erably as programsexecute. Cachemissesandfills, branch
mispredictionsandnaturalvariancesn ILP couldall account
for variancesn processopowerandcurrent.With significant
inductancen the power supply system thesecurrentfluctu-
ationscan causevoltagesumgesand dips asdescribedn the
precedingsection.

Thefrequeny andseverity of thesevoltageanomaliegde-
pendsheavily on the designof the power supply network.
Sincethe greaterdampenindgactorsincreasecostanddesign
compleity, the principle motivation for micro-architectural
controltechniquess to achiere the safetyof the higherdamp-
ening ratios with simple and cost effective policies. It is
worthwhileto profile realprogramaundervarying parameters
to determinewhatrangeof dampeningatiosare suitablefor
micro-architecturatontrol.

3.1 Microarchitectural Modeling M ethodology

To measurevoltage levels, performance,and enegy in
our micro-architecturasimulations we exploreda technique
similar to [9]. We startedfrom Wattch [5], an architectural
level power simulatorbasedon the widely usedSimplescalar
Toolsef{6]. Wattchmodelspowerconsumptioronastructural
level, identifying the usageandactiity of micro-architectural
structuresto generateper cycle processompower estimates
whichwedirectlytranslateénto currentfigures.Theprocessor
configurationis presentedn Tablel.

ExecutionCore
Clock Rate 3.0GHz
InstructionWindow 256-RJU, 128-LSQ

FunctionalUnits 8 IntALU, 2 IntMult/IntDiv

4 FRALU, 2 FPMult/FPDv

4 MemoryPorts

FrontEnd
Fetch/Decod&Vidth | 8inst/8inst
BranchPenalty 10cycles

Combined 64Kb Chooser
64Kb Bimodaland64Kb Gshare

BranchPredictor

BTB 1K Entry
RAS 64 Entry
MemoryHierarchy
L1 D-Cache 64KB, 2-way
L1 I-Cache 64KB, 2-way
L2 I/D-Cache 2MB, 4-way, 16 cycle latengy

Main Memory 300cycle lateny

Tablel: ProcessoParameters

Fromthe MATLAB modelsdiscussedn the previoussec-
tion, we know theimpulseresponséor the power supplynet-
work and elementarysignal processingeechniquesnamely
convolution summation,allow us to calculatethe processor



voltage supply as a function of time. Essentially this op-
erationconsistsof convolving the traceof percycle current
estimategproducedby Wattchwith the MATLAB-generated
impulseresponseThis corvolution, consistingof point-wise
multiplicationsanda final sum,generates percycle view of
the supplyvoltageaspreviously demonstratedéh [9]. Figure
7 shawvs how our voltagesimulationinteractswith Wattch.

PDS Impulse . . ‘
Response h() Voltage Simulator Voltage Estimate
v(t) => h(i) *i(t-i)
i=
it) Instantaneou
Access Current
Cycle Level . .
Binary Pe¥formanc Counts Power Power Estimates
Simulator Simulator
Performance
Estimates

Figure7: Voltagesimulation

Finally, we note that we made several modificationsto
Wattch to improve the accurag of the current simulation.
First, we usedscalingfactorsfrom [21] to tune our Wattch
modelfor a3GHzprocessowith anominalsupplyvoltageof
1.0V. We assumethat a capablevoltageregulator can main-
tain the ideal supplylevel of 1.0V whenthe processois at
its minimum power level. SinceWattchandSimplescalado
notaccuratelynodeltheimpactof pipelinerefill costsfollow-
ing branchmisprediction(andsincewe fearedthatthis effect
could representa significantcurrentswing) we addedaddi-
tional pipelinestagego accountfor the superpipelinedfetch
and decodestages. We assumedhat the processomas ca-
pableof clock-gatingthe functionalunits, writebackbus,and
caches.Furthermorewe mademodificationsto improve the
percycle power computationsspreadingheenepgy of multi-
plecycleoperationssuchasfloatingpointexecutionover sev-
eral cycles. This avoidsthe overestimatiorof currentswings
thatmight occurif the powerwereaccountedor all atonce.

3.2 Building adl/dt Stressmark

For someof our results we wish to examinecontrollerbe-
havior on extreme-caseoftware that stress-testthe system.
We startby taking the worst-caseexamplefrom Section2.3
andshowing how to mapit into a pieceof softwarewhosecur-
rentdraw versustime displaysa similar, nearlysquare-vave,
pattern. Figure8 showvs the main loop body of our resulting
“dl/dt stressmark”asnippetof Alphaassemblyodethatpro-
ducesperiodsof high andlow actiity whenexecutedon our
targetplatform. Theloop bodystartswith a periodof verylow
activity (andlow currentdraw) becauséhedivide (divt) oper
ationsproducelong stalls. Following this low-currentperiod
is a high-currentperiodin which dependeninstructionsstore
the floating point resultto memory rereadit, andthenstore
it to integerregisters. (Dependencieare depictedvia dotted
arrons.) To exacerbatethe power shift, operandvaluesare
chosento producethe maximumpossibletransitionactivity
asresultsarereadandwritten. The numberof instructionsin
theloopis chosersothatits executiontime will closelymatch
theresonanperiodof the power supply network, mimicking
theworst-cas@esonanc@reviously shovn in Figure6.

Obviously, suchextreme-casgower stressmarksnustbe

I dt $M1, ($4) =----
di vt $f1, $f2, $f3 |
di vt $f3, $f2, $f3 :
stt $f3, 8(%4) |
I dg $7, 8($4) |
-+ cnmovne $31, $7, $3 I
> stq $3, $(4) !
stq $3, $(4) |
stq $3, $(4) \
PR I
stq $3, $(4) - -

i . dar
Figure8: Loop bodyfor Z; stressmark.

craftedwith significantknowledgeaboutthe power, packag-
ing, andtiming characteristicef theprocessobeingtargeted.
Furthermorethe taskis mademore difficult by the fact that
addinginstructionsto manipulateoperandr increaseunc-
tional unit actiity can affect the loop timing and move it
off the resonanffrequeng. To testhow closely our stress-
mark software approacheshe theoreticalworst-caseeffect,
we ran the the stressmarlsoftware throughan architecture-
level power simulatorto generatea time-varying currentpro-
file. We theninput this currentprofile into our second-order
linearsystemsmodelto seehow voltagewould beimpacted.

—— dl/dt stressmark
- —— resonant square wave
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Figure9: Maximum height pulse at resonanfrequeng versusd—{
stressmark.

As shown in Figure9, the voltageswingsinducedby the
stressmarlare not asextremeasthe true worst-casebut are
nonethelessevere enoughto stress-test systems voltage
control capability We presentresultsfor this stressmarkin
additionto SPEC,in the benchmarkstudiesin later sections
of this paper

3.3 Characterizing the SPEC Benchmarks

We next wish to explore how behavior in the SPECbench-
marks comparesto the more extreme case previously ex-
plored.Usingthe microarchitecturainodelingtechniquesle-
scribedin Section3.1,we simulatedall 26 SPEC200Mench-
marksfor 200 million instructionsafter skippingthefirst bil-
lion instructions.

Recall that tarmget impedancerepresentshe impedance
value that will keep the voltage within a specifiedrange.
Impedancevaluesequalto or lower thanthetargetimpedance
aredesired,but are expensve to achieve throughpackaging
alone. Impedancevaluesgreaterthan the target impedance
aresimplerandcheapeto achieve, but mayallow the voltage
swingsto be undesirablyarge.



Percenbf Targetimpedance
100% 200% 300% 400%
Benchmarksv/ VoltageEmegencies 0 1 14
Emegeng Frequeng (Average) 0% 0% roughly0% <0.00003%
Emegeng Frequeng (Maximum) 0% 0% roughly0%  0.0005%

Table2: VoltageEmegencieson SPEC200Benchmarks

In Table 2, the leftmostcolumn givesbenchmarkcharac-
teristicsif theachieved systemimpedancevereequalto (i.e.,
100%o0f) tagetimpedanceProceedingightwardfrom there,
the columnsshov what happensasthe systemimpedances
larger (andthuslessdesirablemultiplesof targetimpedance.
Voltage emepgenciesare definedas instanceswvherevoltage
swingsgreaterthan 5% occur By definition, voltageemer
genciescannotoccurif the targetimpedanceas met, so the
leftmostcolumnindicatesthatnoneof the SPECbenchmarks
have voltageemegencies.As onemovesrightward, towards
cheapebut higherimpedancgower supplynetworks,thein-
cidenceof benchmarkswith voltage emegenciesincreases
someavhat. Nonethelessthe SPECbenchmarkshov beha-
ior thatis much lesstaxing thanthat of the stressmarkand
in factanimpedancehatis 200%of the targetimpedances
still goodenoughto have 0 voltageemegenciesacrossall of
SPEC.

Figure 10 roundsout the benchmarkcharacterizatiorby
shaving (for the 100% impedancecase)how voltagesdis-
tribute themseles acrossthe possiblerangeof values. Al-
thoughthe 100%targetimpedancecasemeanghat the volt-
ageis never out of spec,the distributionsare interestingbe-
causethey shav the degreeof voltagevariationthe different
applicationdnduce.The benchmarkammp,for example,has
poor cacheperformancevith mary stall cyclesandlow IPC.
It rarely seeslarge currentor power variations,andasa re-
sult, its voltagestendto be quite stable. In contrast,swim is
a benchmarkwith moderatelylow IPC, but with morevaria-
tionsin its behaior. As aresult,its voltagedistribution shovs
thatit spendsnoretime at differentvoltagelevels.

In the discussionghat thatfollow, we focus on the 200%
impedancesase.In this scenarioa potentiallylower costand
compleity packagingsolutionis augmentedvith a hardware
control mechanismwhich we introducein Section4. This
combinations usedn lieu of amoresophisticatedndexpen-
sive packagingsolutionthatcouldguarantesafeoperatioron
its own. As Table2 demonstrategshe SPECbenchmarkstill
donotproducevoltageemegenciesinderthisimpedancehut
we notethatour stressmarkloes.We conductedxperiments
with both real benchmarksand our stressmarko determine
how the control policies affect real applicationperformance,
verify thatthey meetthe intendedvoltagespecificationsand
offer likely worst-caseboundson execution-timeandenegy
increase.

4 Exploring Microarchitectural Control: Sen-
sor Design and Evaluation

Voltageemegenciesareanexampleof aworst-caselesign
constraint: no emegenciescan be tolerated,and a microar
chitecturalregulatormustoffer guaranteesn voltageregula-
tion. While heuristicstratggiesmight be ableto quell voltage
fluctuationsundermary operatingconditions,it is difficult to

boundtheir behaior. Onthe otherhand,craftinga regulator
underthe guidelinesof controltheoryofferssignificantbene-
fits. As we demonstratén this paper worst-caseboundsare
possiblewith suchanapproachFurthermorethe designand
analysisprocedurecanbesignificantlystream-linedreducing
bothcostandcomplexity.

In this sectionwe proposea simplethresholdcontrolstrat-
egy thatcanbe usedto eliminatevoltageemegenciesandwe
discussthe implicationsof building a sensormechanisnmap-
propriatefor this control stratey. By working within the es-
tablishedframeawork of control theory we benefitin several
ways. First, we caneasilyidentify the maximumvoltagerip-
ple andverify thatit is within theallowablerange.In addition,
we can separatelyevaluatethe performanceand enegy im-
pactof differentmicro-architecturaktrategjies sincewe have
alreadyguaranteedorrectness.

4.1 Threshold Control

This paperproposeghe useof thresholdcontrol for dl/dt.
Ratherthanmeasure valueexactly, thresholdcontrollersop-
erateby sensingtransitionsfrom onerangeof a valueto an-
otherrange,andtriggeringactionsaccordingly Becausewve
needonly sensevoltageranges,ratherthan precisevoltage
valuesthecomponent®f the controlmechanisnaresimpler
We believe thatthey could be easilyimplementedwith rea-
sonabladelayin arealprocessar

In our proposedtontroller, asimplevoltagesensingnech-
anismcommunicateglirectly with the actuatorlogic which
cooperatesvith theexisting pipelinecontrolandclock gating
logic to disableor enableprocessounitsasneeded The sen-
sor'sonly functionis to determinewvhetheror not the proces-
soris dangerouslyloseto avoltageemegeng. In particular
it registersone of three possibleoutput valuesto the com-
pensatiorlogic: VoltagelLow, VoltageNormal, and Voltage
High. This mechanisntouldbe significantlyeasierto imple-
mentthan a sensowhich samplesand digitizes the voltage
level in an attemptto determineexactly how significantly it
deviatesfrom the standardevel. Herewe only wish to de-
terminewhetheror not the voltageis relatively high or low.
Whenthevoltagesurpassesomepredeterminedhreshold t
signalsthe compensatiotogic, which responddy stimulat-
ing the actuator The actuatortemporarilysuspendshe pro-
cessors normal operationand performssomesetof tasksto
quickly raiseor lower the voltagebackto a safelevel. There
areseveralmicro-architecturahctionsthatcould sene asac-
tuation mechanismsthey are discussedn Section5 which
follows. Oncea normalvoltagelevel hasbeenrestoredthe
processottransitionsback into normal operatingmode and
standardexecutionresumes.

Figure 11 shows how a micro-architecturatontrollercan
improve the voltage level. At the beginning of the trace,
the processorvoltage is close to the ideal 1V. During a
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brief period of actvity, the voltagelevel rapidly decreases.
Unchecled,this behaior would leadto a voltageemepgengy.
A thresholdcontrollercould however sensehe rapid dropin
voltage and respond,avoiding the emegeng and allowing
sometime for recovery. A similar sequencef eventswould
take placeif the voltageroseabove a thresholdandtheactu-
atorwould respondwith a differentmechanisnto effectively
calmthevoltagepeak.

The subsectionshatfollow discusgheimplementatiorof
thesensomechanismandsomekey designdecisiongor the
thresholdcontrolleroverall.

4.2 Sensor Mechanism

In [9] theauthorsproposedn thefly voltagecomputation
usingconvolution hardware. While this would yield anaccu-
ratevoltagereading,it involvesa seriesof tensor hundreds
of multiply-accumulatesthuswould be difficult andenegy-
intensive to implementhardwarefor this thatwould produce

the answerwithin the few cyclesneededor effective opera-
tion.

We believethatthereareexisting circuit level voltagesens-
ing techniqueghat could be usedfor detectingvoltageemer
genciesln particular analogcircuit designergommonlyem-
ploy bandgapreferenceavhich rely on propertiesof silicon
to provide a stablereferencevoltage[1, 2, 11]. By nature
thesdow-noisevoltagereferencesrenotsensitve to temper
atureor supplyvariationsand could be usedfor comparison
with the fluctuatingpower supply[15]. Anotherpossibleal-
ternative are detectorcircuits basedon buffer delay lines or
inverterchains. Thesedevicesrely on relationshipetween
voltagesupplylevel andtransistorswitchingspeedandhave
beenusedto regulate dynamicvoltage scalingimplementa-
tions[14]. Theseypesof techniquegouldbeusedto provide
fastthresholddetectionwith roughly 1-2 cycleslatengy.

4.3 Setting Thresholds and Bounding Voltage
Swings

The choice of how to set voltage-highand voltage-lav
thresholdss at the core of our control implementation.For
example,the voltage-lav thresholdobviously hasto be high
enoughto guaranteghat oncethe sensordetectsthe system
hascrossedahis threshold,thereis time to actuatean effec-
tive responself the thresholdis settoo conseratively, how-
ever, it couldtrigger mary falsealarmswhenthereis no im-
mediatedanger This could potentially harm performancéf
thevoltagemediationincludesdeactvatingsomepipelinere-
sources. Thereis similar difficulty in choosingthe correct
voltage-highthreshold;it mustbe setto allow effective re-
sponseshut settingit too conseratively may wasteenegy.
Thisis because¢heactuators responséo avoltage-highevel
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mayenableinactive resourceso temporarilyraisethe current
draw andlowerthevoltage.

Ultimately boththe sensormandactuatohave animpacton
the controllers efficagy, sincetheir actions(andtheir delays)
impactwhetheraresponsés timely andeffective. In this sec-
tion, we separatdhe issueshy examining sensorproperties
assuminganidealactuator Section5 thenfocuseson the mi-
croarchitecturaissuesof building realactuators.

Oneof the advantage®f our controltheoreticview of the
problemis that we canvery methodicallychooseappropri-
atethresholdlevels given differentassumptionsbout(i) ac-
ceptablevoltagefluctuations(ii) sensodelay and(iii) sensor
error. Figure 13 outlinesour methodologyfor exploring mi-
croarchitecturavoltagecontrol.

First we analyzeboth the power supply systemand pro-
cessomodel. We arespecificallyinterestedn finding worst-
casescenarios.In particular we examinethe power supply
systemto find the resonanffrequeng and peakimpedance.
We alsoexaminethe processopower modelto find minimum
andmaximumpower values. To identify optimal emegeng
thresholdsyve relied on MATLAB/Simulink, software pack-
ageswhich are usedwidely in the control engineeringcom-
munity to analyzesystemcharacteristic§18]. With the in-
formationfrom our analysis,we cangeneratea suitablesys-
temmodelandtrueworst-casevaveformin Matlab/Simulink.
ThenunderMatlab/Simulinkwe analyzethe modelwith the
worst-casavaveformto find the appropriatevoltagehigh and
low thresholdgo guarantedhat voltagestayswithin the in-
tendedrange.Usingthe methodologydescribedn Section3,
we simulateprocessovoltageandperformanceindenwattch,
usingthecontrolthresholdgproduceddy Matlab/Simulink.

Figure12 shows our Simulink modelof the controller By
varying parameter®n the model, we use Simulink to solve
for the voltagethresholdghat guaranteestability and system
integrity while minimizing performanceand enegy impact.
We candeterminespecificallyhow sensordelaysand errors
affectthevoltagethreshold.Controllerdelayis accountedor
viathe“ControlDelay” modulesatthebottomof thediagram.
Although not illustratedin the diagram,we also considered
the effect of sensoterrorin our analysisandshav our results
in Section4.5.

Table 3 shaws a collection of Simulink thresholdvalues
collectedfor sensordelayvaluesrangingfrom O cyclesto 6
cycles. The 200%impedancesettingpresumesghatvoltages
areallowedto fluctuatewell beyondanallowableplus/minus
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Figure13: Designflow for microarchitecturaloltagecontrol.

Delay Low High Safe
(cycles) | ThresholdV) ThresholdV) Window (mV)
0 0.956 1.05 94AmV
1 0.956 1.017 61mV
2 0.960 1.017 57mV
3 0.962 1.017 55mV
4 0.966 1.017 51mV
5 0.971 1.017 46mVv
6 0.976 1.017 41mV

Table3: Voltagethresholdsinderdelayfor 200%impedance

5% from the nominalvalue. The figure demonstratethatas
sensoresponselegradestheoperatingvoltagerangeshrinks.
This is intuitive becausavhen detectionof voltagelevelsis
slow, the control systemmust be conserative in order to
guardagainsthepossibilitythatthesystemtransitionsnto an
emegeng beforetrue detectionandresponseanoccur As
the delayincreasesso doesthe uncertaintyin voltagelevel.
To accountfor this, the control theoreticboundsnarrov the
operatingrangein orderto guarantedahe voltage specifica-
tion.

4.4 Effect of Sensor Delay

To examinethe effect of sensorerror and delay on both
enegy andperformancewe modified Wattchto monitor the
voltagelevel andtrigger activation and de-actvation of pro-
cessorcomponentgo implementour ideal actuator We note
that noneof the actuatormechanismslter the programcor-
rectnesssincethe processoroesnot drop instructionsthat
have temporarilystalled,nor areincorrectvaluesstoredwhen
extra executionresourcesreactvated.

We considerthe effectson processoperformanceanden-
ergy dueto sensomelaysrangingfrom 0 to 6 cycles. Figures
14 and15 plot sensodelay’s impacton performanceanden-
ergy. In particular they plot performancendenegy degrada-
tion for theaverageof theeight SPEC200®enchmarksvhich
shavedsomevoltagevariation(swim, mgrid, gcc,galgel fac-
erec,sixtrack,andeon)aswell asthe stressmarklescribedn
Section3.2. Thesefiguresshow that while the SPECbench-
marksarelargely unafectedby increasesn sensomdelay the



performancdossandenegy increaseof the dl/dt stressmark
is significant. Recall, however, that the stressmarks a sce-
nario contrived to be nearly worst-case. While the system
must be built to guardagainstworst-casebehaior, the ex-
pectedperformancempacton realapplicationds typified by
theresultsshavn herefor SPEC.
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Figure14: Impactof sensoidelayon performance.

45 Effect of Sensor Error

Sensorof all kinds exhibit error in their readingswhich
can affect the performanceof feedbackcontrol systems.In
thissectionwe quantifytheperformanceandenegy impactof
errorin the voltagesensingmechanisnusedin the feedback
control. To accountfor this error, we introducedwhite noise
into the simulatedvoltage readingsusing a randomnumber
generatarWe considetheeffectof sensingerrorby introduc-
ing noisewith magnituden therangeof 10mVto 25mV and
examiningthe effecton performancendenegy. To compen-
satefor potentiallyinaccurateeadingsthe voltagehigh and
voltagelow thresholdsn Table3 have to be modifiedto ac-
countfor the sensingerror by correspondingljfowering and
raising the thresholdby the potentialerror. Thuswe would
expectthat both performanceand enegy might suffer if the
sensingerrorgrowstoo large.

Figure 16 agreeawith this conjecture.The plot shavs the
meanperformancéossandenepgy increasef thesameSPEC
benchmarkérom the previoussectionwhensensoerroris in-
creased We seethat smallthresholderrors(lessthan15mV)
haveanegligible effectonbothperformancandpower. How-
ever, asthe error increasesthe operatingwindows decrease
andboth performanceindenepy suffer.
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Figure15: Impactof sensoidelayon enegy.

—=— Performance Loss
—o— Energy Increase

10mv 15mv 20mv 25mv
Noise (mV)

Figure16: Impactof sensoerroron performanceindeneny.

5 Exploring Microarchitectural Control: Ac-
tuator Design

Although the sensoris responsiblefor determiningwhen
anemegeng is aboutto occur, an equallyimportanttaskis
respondingo the crisis to avoid the emegeng. In control
systemsterminology the agentthat intervenesis known as
an actuator In the previous section,we explored the rela-
tionship betweensensomropertiesand performance/engy.
This was achiezed by assumingan ideal actuatorand vary-
ing parameterf the sensar We now turn to considering
microarchitecture-baseattuatordesignin this section.

Thereare several micro-architecturatechniqueghat may
be usefulfor anactuator Any quick-actingmechanisnthat
can quickly lower the processorcurrentto avoid a voltage
low emegeng andincreasehe processorcurrentto prevent
avoltagehigh emegeng couldbeuseful. For example elec-
trical solutionslike voltage scaling can significantly reduce
theprocessopower; unfortunatelythetime scalemeededor
suchtransitionsarefairly large. As previously demonstrated,
voltagecontrolneedgo actwithin 1-5cycles.

Onesimpleandfast-actingarchitecturabpproachs to use
clock-gatingof processoresourcedor voltagecontrol. For
example,whenthe processoroltagesensoindicatesa “volt-
agelow” level, active processotunits could be deactvated,
quickly loweringthe processocurrentdrav andpower dissi-
pation,therebyallowing thevoltagelevel to recover. In asim-
ilar vein, beyonda voltagehigh threshold disabledexecution
resourcexanbefired up in extra actiity to quickly increase
theprocessos currentdrav andagainallow arecovery.

Thus, a very central designdecisionfor the actuatoris
which executionresourceshouldbe controlledby it. This
is importantsinceit affectsperformanceenegy andthe abil-
ity to allow the processovoltageto recover. In theremainder
of this section we consideow thesedesigndecisionsaffect
theperformancendenegy behaior.

5.1 Granularity of Hardware Actuation

In someprior work [4, 17], theprocessofront-endis throt-
tled eitherto reduceenegy or to improve a thermalprofile.
And obviously, existing processorsalreadymake extensive
useof functionalunit clock-gatingfor enegy reduction[8].
Herewe proposdeveragingandslightly augmentindocalized
control of pipelineunitsto sene asan actuationmechanism
to regulateprocessocurrentandvoltage.

When consideringwhich executionunits should be acti-
vated/deactiated,there are several interestingissues. First,
propercontrol requiresthat sometimesve wantto turn off a



unit in use(to reducecurrentdraw to recover from a voltage-
low state)while at other moments,we want to fire up an
idle unit to smoothout a suddendip in currentdrav and
recover from a voltage-highstate. (We refer to theseextra
voltage-controlsesof idle unitsas“phantomfirings”.) Thus,
the units we choosefor actuationshouldbe able to be both
fired-up or disabledwithout affecting programcorrectness.
Another relatedissueis easeof control. Somefairly self-
containedexecutionresourcedik e functionalunitsaremuch
easielto ervisionturningon andoff quickly, while largerand
more complicatedstructureslik e issuequeuesand re-order
buffers may be more challengingto clock-gateor phantom-
fire atafine granularity

Clearly different pipeline structureshave different power
consumptionsturningon or off a higherpower resourcecan
bea quicker but moreheary-handedpower controlapproach.
This heary-handednessan cost extra enegy (for example,
when phantom-firinga high-enegy unit solely for voltage
control).

Finally, differentpipelinestructureshave differentcontri-
butionsto overall performance.This meansthat someordi-
narily attractive high power structureshouldnot be disabled
becausehey aresimply too essentiato performance.

In thispaperwe evaluatethreelevelsof actuatiorgranular
ity. Thefirst level, functionalunit (FU) control,allowstheac-
tuatorto clock-gateor phantom-fireall of thefunctionalunits
onagivencycle. To extendthe scopeof control,we alsocon-
siderclock-gating/phantom-fing caches We notethatthese
operationsstill presere cachestate,and do not modify the
stateor contentof cacheines. They merelydisableor enable
the clock signalto cachestructures. A medium-granularity
approachis FU/DL1 control, in which functional units plus
thelevel-onedatacacheareusedastheregulationmechanism.
Finally, thecoarsest-granularitfyU/DL1/IL1, regulatesusing
the block of functional units plus level-onedatacacheplus
level-oneinstructioncache.The controllersuccesaswell as
performanceandenegy implicationsareexaminedin subsec-
tions to follow. In our analysis,we assumehat a drop be-
low the low voltagethresholddeactvatesall of the controlled
unitsuntil thevoltagelevel is above the thresholdagain.In a
similar fashion,arise above the thresholdactivatesall of the
controlledunitsuntil the voltagehasrecovered.

In ourresearchwe have alsoexaminedotherresourceos-
sibilities, but thesethree were particularly promisingunder
our Matlab/Simulinkanalysis. Furthermore they seemim-
plementablevith reasonablehangedrom existing micropro-
cessompipelinecontrol. We addressothercontrol policy and
mechanisnvariationsin Section6.

Thesubsectionghatfollow assestheperformancémpact,
andenegy impactof the possibilitieswe have outlinedhere.
We considerthe eight SPEC2000benchmarkghat had the
mostchallengingvoltageemegenciedrom our characteriza-
tion in Section3.3.

5.2 Actuation Performance | mpact

Theresultsof thethreeproposedactuatiormechanismare
shawvn in Figures17. Of the threeproposedactuationmech-
anisms,we have found that solely controlling the functional
units(fixedandfloatpipelines)s unsuccessfulThefine gran-
ularity of thistechniquemeanghatit doesnothave theneces-
saryleverageto reshapevoltagequickly. For smallcontroller
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delays,it is usable,but the techniquebecomeaunstablefor
controllerdelaysof threeor more. Evenin the rangewhen
this type of controlleris stable the performancdosscanbe-
comesignificant.

For the other two stratgies, the actuationis effective
enoughthat it resultsin almost no performanceloss as
long as controller delay can be kept to four cyclesor less.
Performancdoss was less than 2% for both FU/DL1 and
FU/DL1/IL1.

We alsoevaluatedthe power stressmarko provide a par
tial sanitycheckfor theefficacy of actuatiormechanismsand
boundson potentialperformancdoss. As expected,we wit-
nessedmore extremeperformancdosses,but voltageemer
genciesvereprotected.With very large delaysof five cycles
the performancdosswas 24.5%for FU/DL1 and 23.2%for
FU/DL1/IL1 comparedo lessthan2% for SPEC2000.But
with zerocyclesof controldelay the power stressmarlexpe-
riencedslightly lessthana 6% performancedrop. Nonethe-
less,theseperformanceadropsare acceptabldor an unlikely,
nearly-worstcasescenario.

5.3 Energy Impact

We now considerthe additionalenegy overheadhatis in-
curredby the dl/dt controller mechanism.Extra stallsintro-
ducedby the actuatorto eliminatevoltagelow emegencies
will increasethe total executiontime, and subsequentlyn-
creasetotal enegy. Also in the caseof voltage overshoot,
additionalpower is burnedby phantom-firing.

Figure18 shavstheimpactof theactuatormechanismsn
SPEC.The enegy overheadtendsto be lessthan1%. En-
ergy increaseslightly with larger controller overheads.As
expected,the enegy increaseof the stressmarkwvas higher
thanthatfor SPEC Evenso,enepgy increasesrefairly mod-



est(lessthan5%) for O cyclesof control delay increasingto
22% enegy increasesvith the extremevalue of 5 cyclesof
controldelay

6 Discussion and Future Work

In proposingmicroarchitecturalcontrol mechanismsgor
thedl/dt problem this paperepresentanimportantfirst step
in acomplecissue.Futurework canbuild off thisfoundation
in severalways.

First,asmicroarchitectsit is naturalfor usto considercon-
ductingmoredetailedstudiesof even moreactuationmecha-
nisms.In addition,onemightwantto consideusingdifferent
actuatiormechanisméor voltage-highandvoltage-lav emer
genciesThisasymmetrycouldexploit thefactthatsomeCPU
unitsarebettersuitedfor easyclock-gating(for themorecom-
monvoltage-lav emegencies)vhile otherunitsareeasierto
controlfor phantom-firinggfor thelesscommorvoltage-high
emegencies)Lik ewise,moredetailedsensoistudiesandcir-
cuit designswill help to move this researchinto widespread
use. Anotherissuepertainsto processorecovery from volt-
agecontrolactuation.Thatis, the CPU mustthrow away re-
sultsfrom phantom-firingsandrestartinstructionsasneeded.
In this paper we assumedhatthe controllogic could protect
necessarystateand recover without back-trackingor com-
pletely re-startinginstructionexecution. Other possibilities
includere-playinginstructionsor flushingthe pipelineif exe-
cutioncannotresumeanid-streamWe performedsomeinitial
experimentswhich shav similar performance/engy results
with theseoptions,but furtherexplorationmay prove interest-
ing.

It is tempting to considerexploring a variety of other
moresophisticate@¢ontrolapproachesuchastheP-I-D con-
trollers usedin somepreviouswork [22, 16]. We note here,
however, that our initial explorationswith more P-1-D con-
trollers for dI/dt control raisedsomeconcerns. First rather
than a simple High/Normal/Low voltage status,P-I-D con-
trollers needa more definitive voltagereadingto determine
how to respond.This might significantlyincreasecomplexity
or lateng, which is problematicsincevery shortturnaround
timesarecrucial. Secondlyatextbookdigital P-1-D controller
would requirea seriesof additionsand multiplicationsbased
on previousvoltagereadinggo determinea responseAgain,
this would likely increasethe control delay impacting per
formance. Work on other control algorithmsmay, however,
prove morefruitful.

Anotherkey areaof future researchwill lie in improving
the locality at which we model dl/dt effects. Local power
supply swingsin differentchip quadrantscan be an impor-
tantissueto consideyin additionto the more global effects
consideredere.

Finally, we considerthe second-ordelinear modelsfrom
this study to be exceptionallyappropriatefor the hybrid ar-
chitecture/circuitsesearchwe have discussedhere.They are,
however, somavhatmoreabstracthanthe moredetailedcir-
cuit modelsthat packagingengineerstypically rely on for
laterstagedesign. Spaceconstraintspreventedus from in-
cludingextensie validationsbetweerdifferentlevelsof mod-
eling, but we feel that suchcomparisonsareimportantlong-
term.

7 Reated Work

Until recentlymostresearcton power-aware,high perfor
mancecomputingtargetedreductionin averagepower. While
reductionin averagepower cantranslateinto betterenegy-
efficiency andlongerbatterylife for mobile computing there
areanumberof otherrelatedissuesalsoin needof attention.

In this paper we investigatethe potentialbenefitsof volt-
age control, which is closely coupledto enegy reduction
stratgyies. Many high-performancgrocessorswitchoperat-
ing modesdisablingandre-enablingarchitectedstructureso
improve enegy-efficiency. However, this cancausedramatic
swingsin processocurrentandasaresult,dangerousupply
voltagefluctuations.In [25], the authorspresentedcompila-
tion techniquego mitigate the voltagefluctuations. Specifi-
cally, they schedulednstructionsto minimize the numberof
rapidchangesn processopowerlevel. In [19] ashift register
basedechniquewasemployedto gently stepfunctionalunit
power up anddown to reducethe maximumcurrentswing.

Full micro-architecturalvoltage control was proposedn
[9]. This paperintroducedregulation of processowoltage
via activation and de-actvation of functionalunits. The au-
thorsassumedhatvoltagecould be tracked by performinga
seriesof computationsA directimplementatiorof their volt-
agecalculationwould be difficult, however, given the small
time-window to respondo a voltagecrisis.

Another well known consequencef the increasingper
formancein high performanceprocessorfiasbeenthe rapid
rise of thermaldensity This increaseghe burdenon pack-
aging materialsto redistribute heatand the cooling system
to dissipateit. This is a considerablechallengeeven for
state-of-the-arpackagingand cooling technologiesand ulti-
matelyincreasegotal systemcost[3]. Thermalcontrol sys-
temshave beenevaluated4, 22] andimplemented12, 2Q] to
regulateprocessotemperaturevith micro-architecturatech-
niques. A key differenceis that thermodynamic®f modern
CPUshave muchlargertime constantshantheelectricalsys-
temsassociatedvith voltagecontrol. This makesdelayless
of anissuein thermalcontrol thanit is in voltage control.
Brooks and Martonosievaluatedseveral micro-architectural
responsenechanismsindera thresholdthermalcontrol pol-
icy. Skadronetal. introduceduseof formal control theory
for temperatureregulation[22]. They demonstratedhat a
PID controllerin concertwith clever instructionfetch throt-
tling couldproduceavenbetterresults.Furthermorethey also
presentechnimprovedthermalmodelanddemonstratethat
controltheorycould be usedto prove boundson the temper
atureregulator’s performance.Subsequenwvork by Lu etal.
appliedcontroltheorytechniquedo DynamicFrequeng and
VoltageScalingaswell [16].

Our work examineshow control theory canbe appliedto
voltageregulation. Like Skadronet al., we take advantageof
theboundsthatcontroltheoryprovidesto ensurethatproces-
sor dynamicsstay within their intendedoperatingrange. In
addition, we use control theory to determinewhat are suit-
ablethresholds.We also generalizethe control mechanisms
presentedn [9] to examine other micro-architecturalpoli-
cies. We also presenta characterizatiorof the dl/dt prob-
lem from a micro-architecturaperspectie. We feel that if
micro-architectsare to contribute in the effort to reducein-
ductive noise,they needaccessibleandaccuratemodelsand
paradigmdor the power distribution network sothatthey can



focusontheimportantissues.

8 Conclusions

Increasinglyaggressie designpoints for microprocessor
supplyvoltageand power supplyimpedancerepredictedin
upcominggeneration®n the SIA ITRS roadmap21]. With
impedancegequiring 2X improvementsevery roughly 3-5
yearsvoltageanddl|/dt regulationbasedsolely on packaging
techniquesnay becomeprohibitively expensve in upcoming
processogenerationsFurthermorethis extra costandcom-
plexity would guardagainstaninfrequentlyoccurringworst-
case.

With thesetrendsin mind, this paperhas proposedmi-
croarchitecturamechanismdor microprocessovoltageand
currentcontrol. By usingcontrol theory andlinear systems
theoryasfoundationsfor our work, our methodologyfor de-
signinga control systemoffers worst-caseboundson its be-
havior. Furthermorethe systemgheory stepswe take make
designinga systemwith desiredvoltageswingsa methodical,
ratherthantrial-and-errorprocess.

Examiningthe frequeny responsecurves and packaging
constraintsfrom real processorslso allows us to construct
andevaluatea “dl/dt stressmarkWith behaior thatresonates
at the worst-casefrequeny of the processompackage. We
canthencompardt to the behaior of lesstaxing SPEC2000
benchmarks.

Overall, we find that microarchitecturaltechniquesfor
dl/dt control actuationare feasible. Given the 50-200MHz
frequeng rangethatis mostproblematic,microarchitectural
control can be built with delay valuesthat are sufiiciently
small to allow safe operation. While the dI/dt stressmark
seesperformance/engy impact on the order of 20% from
microarchitecturatontrol, the impacton mainstreamappli-
cationsis nearly nggligible. Overall, we view thesetech-
niguesas increasinglyimportant assiststo packaging-lgel
power supplyregulation.
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